Instructor’s Outline for Labs in Cognitive (Psy 4500)

1. Methods in Cognition
a. Sternberg Working Memory

2. Object Recognition (Ch. 3)

a. Word Superiority Effect

b. Visual Search Task

3. Attention (Ch. 4)
a. Spatial Cueing Task

b. Attentional Blink

4. Executive Function 
a. Stroop

b. Simon

5. Working Memory (Ch. 1 & 5)

a. Phonological Similarity

b. Brown-Peterson

6. Long-Term Memory

a. Serial Position

b. Levels of Processing

7. Memory Errors & Metamemory

a. False Memory

b. Implicit Learning

8. Imagery & Concepts

a. Mental Rotation

b. Prototypes (categorization)

9. Judgment and Decision Making

a. Risky Decisions

b. Typical Reasoning

10. Language

a. Ssss

11. Others

a. Cognitive Development

b. Applied Issues
Sternberg WM lab - Outline
· Ask three volunteers to graph in the board (a) an exhaustive search, (b) a self terminating search (c) a parallel search. Make sure to emphasize x-axis, y-axis (ms). Discuss
· Ask for sequence of events in a trial (memory set ( delay ( probe)
· Ask for design. A 3 x 2 within-subject anova (IVs: set size, probe matches item in set size or not). DV: RT. 

· Ask whether we should include ‘set duration’ as a factor (note that Cog lab varies ‘set duration’ but this is completely redundant with set size). Some students will incorrectly include both as factors. Highlight that from a stats point of view either ‘set duration’ or ‘set size’ are  OK, but ‘set size’ is a more theoretically relevant (after all, our models are about how RT changes with set size). Similarly, whether we include gender as a factor or not will depend on our theoretical predictions.
· Given that ‘set duration’ is not a factor, why does CogLab varies it? To provide plenty of time for the stimuli to be encoding into WM (remember here we are not interested in perception but in WM). 
· Going back to the graphs and the design, ask for the main effect of set size (slope), and for the interaction between set size and presence/absence of the probe in the set. Ask which effect tests each model:

· main set size effect favors serial over parallel search; 

· a lack of set size x match interaction favors exhaustive

· a set size x match interaction would favor a self terminating (you will bring these ideas back next week, when you discuss visual search).

· Finally, talk about serial stages and how varying the discriminability of the probe affects the constant ‘a’ in  y = a + b*x.
To facilitate discussion, I provide these questions as a handout (see next page) and let students discuss them in groups. I tell them to select a ‘speaker’ per group. 
Sternberg Working Memory Search Task – Handout for Group Discussion
1) a) Draw an idealized graph of reaction time data to illustrate a self-terminating search in the Sternberg task. Make sure to label the x-axis and the y-axis.

b) Draw a second graph of reaction time data to illustrate an exhaustive search in the Sternberg task.  

2) a) Name the independent variable/s (I.V.). For each independent variable, name its levels. 

I.V. ______________
Levels: _____  _____  _____ (add as needed)

I.V. _______________
Levels: _____  _____  _____ (add as needed)

b) For each variable, decide whether it is a within-subject or between-subjects variable

c) Should we include ‘time displayed’ an independent variable?  In trying to answer this question, think of the following:

-  is ‘time displayed’ constant or variable?

-  how does ‘time displayed’ relate to other variables

d) Should we consider ‘delay between set and probe to be an independent variable? (why, why not?)
e) Should we consider gender an independent variable? Why? Why not?
f) Should we consider whether subject’s b-day is in an even or odd date? Why not?

 Performance in the Sternberg search task can be expressed by the following function  Reaction Time = a + b x,
 in which 

a  is the RT for processes other than the memory search 

b is the slope of the memory search, and 

x is the number of items in the initial display. 

Imagine that we now increase the perceptual difficulty of the task by making the probe really dim. 

· Which parameter of the function (a, b, x), if any, would be modified by such a manipulation? Justify your answer

· Draw the new lines of the ‘dim’ conditions in the idealized graph 

· From your answer, would you conclude that ‘perceptual encoding of the probe’ stage needs to be completed before ‘retrieval from working memory’ starts? Or can they both overlap in time? (justify  your answer)

Word Superiority Effect: 

-Display class data.

-Ask what are we measuring – Accuracy (DV)

-Ask what is chance performance in this task (given that is a 2 alternative forced choice).   50% explain that this is because there is only 2 choices.

Show Global Data. (At least this year’s lab no effect was found – explain probably do to the internet and slowness of the network – NOT very important).

-Ask what is the IV?


Trial Type:  Letter or Word

-The DV?


Accuracy 


-(Q #6) Have them break into groups and rank four conditions (letter, word, pseudoword, string of letters) from most accurate to least accurate.

1-Word

2-Pseudoword

3-Letter

4-String of letters

-Ask what the difference is between 3 & 4.


String of letters has perceptual crowding (can find a face alone quicker than in a crowd).  Perceptual crowding occurs because of bottom-up processing (this is responsible for identifying letter or string of letters).  Make sure to mention that reading word/pseduword uses top-down processing.

-Ask what the difference is between 1 & 2.


Words are more familiar and have meaning (semantics). Work has a definition/Sonk does not.

-List Familiarity and Semantics on the board.  Explain there is a subtle difference between these two – “dog” familiar and has meaning. “platypus” has meaning but NOT familiar.  So there is a difference between familiarity and semantics. 

-

Have them break into groups to propose an experiment as to how to tease apart the differences between familiarity and meaning.


Possible ways:  Prime pseudowords (making them familiar) and test them against other pseudowords -  still no meaning.  Another:  Familiar vs nonfamiliar words – all have semantics.  

-Ask what the difference is between 2 & 4.  


Can pronounce SONK (phonology-sound of words) and follows orthography- spelling rules of English.

-So to consider something a word you need both sound & rules.  We can ask the question as to what is more important in considering something a word – sound or rules.

Have done an fMRI study.  Present pseudowords and string of letters.  See what area of the brain activates more.  If the temporal lobe is more activated (for the pseudowords) – this suggests that phonology is required to consider something a word (we know the temporal lobe deals with sound because of rhyming studies).  If the occipital lobe is more activated (for pseudowords) – this suggests better evidence for orthography.


Found pseudowords activate both areas more but mainly in the occipital lobe.

-Read #7-Strokes in occipital cortex sometimes lead to letter-by-letter dyslexia, a syndrome in which the patient recognizes individual letters but is unable to read words as a whole.  Explain also that kids start letter-by-letter but move to whole reading.  This emphasizes the point of bottom-up vs top-down.

Lab Assignment: Word superiority effect

· Homework is due at the beginning of lab   

· You should type your homework (no handwritten assignments would be accepted)

· You should follow other instructions spelled out in the syllabus
Required reading: To properly answer the write-up questions, you should first read: 

· Reisberg’s chapter on object recognition  

· The instructions for the Word Superiority experiment in CogLab

· Other parts of Reisberg’s book might prove useful in answering some of these questions. 

The following questions should be answered individually

1. Report your individual data, and the group data (Mean Accuracy for each condition of interest). 

2. ONE POINT Which is the design of the task (i.e., name the independent variable/s, the dependent variable/s)

a. IV: TRIAL TYPE (WORD, LETTER)    

b. DV: ACCURACY (%)

3. ONE POINT What would constitute chance performance in this task?  50%

4. ONE POINT Do the results from your own data indicate a word superiority effect? Explain your answer

Visual Search
-Ask for IVs:


# of distractors – 4, 16, 64


Type of search – feature vs conjunctive 


Target- present or absent

DV:


Reaction Time

-Ask what about the type of distractor (ie., blue circle vs blue square)  Explain that this really isn’t a good variable because the distractors always appear together.

-SHOW DATA
-Get them in groups to answer these questions for both a feature and conjunctive search:


Does the data match the prediction?  Yes


Parallel or Serial?  If serial is it self-terminating or exhaustive? Feature-parallel search because as the number of distractors increases the reaction doesn’t increase.

Conjunctive is a serial search.  As the number of distractors increases so does the reaction time.  It is also a self-terminating search because the there is a difference between reaction times when the target is present or not and this difference is not consistent for all levels of distractors (4, 16, 64).  In other words, the difference between present and absent is very small at 4 distractors but very large at 64 distractors – this occurs because when the target is not present there are more distractors to search through. 

Lab Assignment: Visual Search Task

Required reading: For this assignment, you should first read: 

· Reisberg’s chapter on object recognition (ch. 3)  )

· The instructions for the experiments in CogLab (Visual Search ) 

5. THREE POINTS a. In the task you just completed, there were some trials in which there was only one type of distractor (blue squares).  In other trials, there were two types of distractors (green squares; blue circles).  Furthermore, in some trials the target was present (green circle) while in others the target was absent. Given this information, name the independent variable/s, and the levels for each IV. 

I.V. _TARGET_  levels: (PRESENT, ABSENT)


IV _TYPE OF SEARCH__ levels: FEATURE, CONJUCTION  

IV _NUMBER OF DISTRACTORS__ levels:  4,  16, 64

COMMENTS: 

· it is ok if they call it ‘Probe’ instead of ‘Target’. 

· It is ok (but not great) if they say type of distractor instead of type of search

· It is ok if they put as levels of distractor #: 4, 32, 64

b. ONE POINT Name the dependent variable ____RT

6. NO POINTS Plot your individual data (or print it from CogLab).

7. TWO POINTS When the target was present, reaction times to trials with a single type of distractor (blue squares) were _FASTER_ (faster/slower?) than RTs to trials with two types of distractors (blue circle and green squares). The difference between these two conditions _WAS_ (was/ was not) modulated by the number of distractors in the display. 

COMMENT: ANSWERS TO THE QUESTION ABOVE MIGHT DIFFER DEPENDING ON INDIVIDUAL DATA GRAPHED ON (ALTHOUGH IN ALL LIKELIHOOD MOST Ss GOT THE EXPECTED PATTERN)

TWO POINTS

Explain your answer: WHEN THERE ARE TWO DISTRACTORS, THE TARGET IS DEFINED BY THE CONJUNCTION OF TWO FEATURES (COLOR & SHAPE). FINDING A CONJUNCTION TARGET REQUIRES A SERIAL SEARCH, WITH RT INCREASING PROPORTIONALLY TO THE NUMBER OF DISTRACTORS. IN CONTRAST, WHEN THERE IS ONLY ONE DISTRACTOR TYPE THE TARGET CAN BE FOUND BY LOOKING BASED ON A SINGLE FEATURE (E.G., COLOR). SUCH TARGETS ‘POP-OUT’ INDEPENDENTLY OF THE NUMBER OF DISTRACTORS (PARALLEL SEARCH).

8. ONE POINT For trials with  64 distractors, RT for target-present trials was  __FASTER (faster/slower) than for target-absent trials.  

COMMENT: DOUBLE CHECK FOR EACH INDIVIDUAL DATA

9. ONE POINT Compare your individual data with the group data (for questions 3 &4). Your pattern of results was qualitatively ____________(the same as/ different from) the group data for the class. If your data was different from the group data, please describe those differences.

COMMENT: GET GROUP DATA FROM COG LAB. FOR THE RESULT TO BE QUALITATIVELY THE SAME, IT SHOULD SHOW THE FOLLOWING:

· PARALLEL FEATURE SEARCH (FLAT)

· SERIAL CONJUCTION SEARCH

· SHALLOWER SLOPE FOR TARGET-PRESENT TRIALS THAN FOR TARGET-ABSENT TRIALS IN THE CONJUCTION SEARCH

YOU WANT TO BE LENIENT GRADING THIS QUESTION, BUT GIVE FEEDBACK IF ONE OF THESE IS NOT MET. 

Spatial Cueing Task- Outline
1- Have people come to the board and draw sequence of the task, the IVs and DVs, and a graph of the data.  Provide Handout with Questions 

2- Let’s start with sequence of events: there is a fixation cross, then a cue, then target, then response. (Draw conventional way). Explain SOA. 
3- Design: IV = type of cue (aka cue-target relation); levels: neutral, valid, invalid. Explain valid and invalid and neutral (non-informative).  DV = RT.

4- Explain other possible IVs: type of cue: central vs peripheral (voluntary vs automatic); cue-target contingency: 50/50 or 70/30; location of the cue: left or right visual field (important in neglect).
5- Explain graph of results. Write in data points from class data.

6- So the pattern of results is consistent with what we predicted. Notice that we’re talking about a 60 ms effect.  That is nothing! And yet it’s a very reliable finding and there’s a lot of theories built upon it.  Keep in mind that the size of the effect is not all that meaningful in itself, a lot of times it depends of what the task is. 
7- Discuss in groups questions 1 and 2 from the homework as well as the following question “are there other things that we could include as IVs? What are other things that might be important that we might want to systematically manipulate as an IV? Before they start these questions, explain SOA: stimulus onset asynchrony – the time in between the onset of cue and onset of target, and explain central vs. peripheral cue.   (arrows in the center vs. flashes on the sides)

8- Answers to questions from homework: 

9- Q1: ranking: valid, neutral, invalid, no cue; 
a. no cue is slower than neutral. Why? Because at least you know when the stimulus is about to appear (temporal cue).

b. How the invalid and no cue will compare is not important. Invalid warns (benefit) but also provides false spatial info (cost). No cue provides no warning benefit nor spatial cost.

Q 2 (is a repeat of what we already discussed about possible IVs)

Q3: Central, 1000 ms SOA should look just like what class completed. What would happen if target is presented really fast after the central cue? If too short (100ms), there’d be no difference.  Attention drawn automatically if peripheral but voluntarily if central.  But 500ms is not too short.  You are still going to be faster at valid cues than invalid cues just like you are at 1200ms. Graph.  If the cue is peripheral, then attention is drawn automatically – not voluntarily like the central cue. Graph. So, you get a phenomenon called Inhibition of return in which people would perform slower on valid trials than invalid trials.      

10- Any Questions? Central cue is predictive of where target appears but peripheral cue is not.  If you made the peripheral cue predictive then you’d not get inhibition of return.  There is a blindsight phenomenon with patients that have damage to the occipital cortex. These people are functionally blind but they can correctly guess location of an object better than chance. This is done by engaging the subcortical pathway via superior colliculus and that pathway is what has been proposed to redirect our attention.  
11- Neglect.

a. Students discuss in groups the profile of patients with hemispatial neglect.
Answer: Neglect patients can see flash on left and flash on right but when you do

both the subject will only report the left (or right).
b. If there is time, discuss Spatial Cueing in Neglect. 
c.  Graph the pattern of results that you would expect from a patient with neglect in the spatial cueing task. 
d. IVs to include: type of cue (central or peripheral), SOA, target appears left or right (maybe there are biases in attention) this would be a very important factor if we were testing patients with neglect. 
e. Walk through #4. What happens in spatial cueing task. Cue tells you to engage attention so you do.  If it’s valid, great. If invalid, you must disengage, move, and engage in new location. With that in mind we can ask what aspect of attention is impaired in neglect patients. Maybe they have problems moving, disengaging, or engaging. It turns out they have a disengagement problem.  Draw picture from above of patient. Stroke in right hemisphere 
f. What happens during valid trials in which the cue points to the right of the patient (ipsilesional, for a patient with right hemisphere stroke)? Basically, you’re asking the patient to pay attention toward the side he is biased anyhow, so he has no problem doing this. 
g. What happens during valid trial in which the cue is pointing contra-lesional (left)? He can do it but not as well, because he has a bias in the opposite direction.

h. What happens during invalid trials in which the cue points to the right (ipsilesional) and the target appears on the left side (contralesional)? The patient would fail to see the target or will respond very slowly to it. In this condition, there are two factors working against: First, attention is biased toward ipsilesional; second, the patient has a disengagement deficit. 

i. What happens during invalid trials in which the cue points to the left (contralesional) and the target appears on the right side (ipsilesional)?  So anything could happen, as the hemispheric imbalance would bias toward seeing it, but the disengagement would bias against seeing it. 

Spatial Cueing Task. Group Activities - Handout
1) Imagine that we repeat the spatial cueing task, but we now also include trials in which the target is displayed without any warning, so that now you have

a. Trials in which the cue correctly predicts the location of the target (valid trials)
b. Trials in which the cue is misleading (invalid trials)
c. Trials in which the cue provides no spatial information (neutral trials)
d. Trials in which there is no cue preceding the target (no cue trials)  
          Rank these four types of trials according to reaction time. Do you expect a difference in reaction time between ‘neutral’ trials and ‘no cue’ trials?  

2)  Besides type of cue (valid, neutral, invalid, no cue) which other things might we want to systematically manipulate as an IV? 
- Should we manipulate the SOA? 
- Should we manipulate whether the cue is predictive or not? 
- Should we manipulate whether the cue appears on the side, capturing attention automatically, vs. appearing in the center?
 (Note: SOA stands for stimulus onset asynchrony. It is the time in-between the onset of cue and onset of target. Central cues are cues presented in the center of the screen, such as an arrow that informs where the target is more likely to occur. Thus, central cues are cues that the subject uses voluntarily. Peripheral cues are the flashing on the sides or the brightening of a box in the periphery of the visual field. They capture attention automatically, even if they are non-predictive)
3) In your groups, discuss and graph how data should look like if:

a. Central Predictive cue,  SOA: 100, 1000 ms (i.e, short,  long)

b. Peripheral Non-predictive  cue, SOA: 100,  1000 ms

Which of these four conditions is the one you completed in CogLab? (that should give you the answer to one of the four graphs).
3) Discuss neglect patients. 

a. Describe some of the deficits these patients experience

b. Is it a sensory deficit (blindness) or an attentional deficit?  

c. How would you test clinically your claim that it is a deficit in attention?  (no fancy stuff here, just you and the patient)

5) Inhibition of Return: Discuss with your group the following questions. 

i) Inhibition of Return is evident with 

(a) peripheral cues that capture attention automatically 

(b) central cues that the subject uses to voluntarily direct the attention to the location where the target is most likely to occur

(c) both types of cues

ii) Inhibition of Return is evident with

(a) a short SOA (stimulus-onset asynchrony) (e.g, 100 ms)

(b) a long SOA (1200 ms)

(c) both types of SOA

iii) Given the answer to the previous questions, we can conclude that Inhibition of Return is 

(a) an automatic mechanism 

(b) a mechanism that can be voluntarily controlled

a very boring topic of psychology

Attentional Blink – Outline
1. Start by describing: 
- the task in general, 
- the sequence of events, and 
- graph the data (from CogLab). Note that in the graph, there is a ‘separation zero’. This is for trials in which only one target is presented (T2 detection for those trials is really low as those are false alarms). There is no good way to include these trials in the analysis, so we will simply ignore them, and focus on the trials in which two targets were displayed.
2. Only then introduce the task design, which includes the following IVs
- whether it’s the first target or the second target. This is the whole purpose of the experiment. The finding is that are we sometimes blind to the second target.
- separation between the two targets levels: 2,4,6,8. 
- we could include letter but we don’t because it makes no difference in this task.

Let’s look only at when there are 2 targets.  Those targets occur in sequence, first one then the other.  Does the detection of the first have detrimental effects for the detection of the second target? It’s true that subjects have to respond to both j and k, but what we’re interested in is the reduction of the detection of the second. There might be differences between the two letters and maybe that interacts with separation. If so, then we’d include it. The theory is that you can detect one without any problem, but when you detect one and put it into your working memory then that interferes with detecting the other. You run out of attentional resources to encode a second stimulus into working memory and awareness.  Obviously it doesn’t take too long to encode letter into working memory so if there’s a lag then there’s no problem - Because you already have the attentional resources to encode the second target.  Notice that people aren’t just confusing the two targets because it’s only the second one that has the decrement. 

In sum, the Main points are:
· the second target is detected more frequently as separation increases. 

· the detection of the first target is relatively unaffected by separation (attention to the first target interferes with detection of the second, but not vice-versa). .   


Stroop & Simon task

Stroop;
-Ask what are the IVs?


Explain the IV is the ink and word relation (Congruent, Incongruent)-  

-Ask if there is another way to organize the data?


Ink (red, green, blue) and Word (red, green, blue) – we could do this is we were worried that responses to ink and/or word would not be the same (if a person was faster to a blue color than a red color). Usually we are not concerned about this.

-Ask students what they did in the Simon task?

Go through the IVs for the Simon task (congruent, incongruent).   After having students list the IVs, explain the goal of the study:  We are interested in the relation between target location and response location.  

Could we organize the data some other way?  Yes, instead of having a single independent variable with two levels (congruency: congr, incongr) we could divide the data in two IVs: target location (right, left) and response location (right, left). The trials that fall within the ‘congruent’ cell in the previous analysis now fall in two cells (right-right, left-left). The trials that used to fall within the ‘incongruent’ cell now fall within (right-left cell and left-right cell. 

· Ask students Why would I want to use this more complicated design? 

· Answer: 

· If I have reasons to expect conflict (congruent vs. incongruent) to be larger on one side than on the other. For example, I may hypothesize that conflict will be largest for the least skilled hand (left hand if I am testing righthanders). 

· Stress that from a statistical standpoint the situation is comparable to the Stroop task. However, in the stroop task I have no reasons to think the conflict will be modulated by the color (e.g., that red in blue will be harder than red in green). 
· Ask students: If I have the more complicated design of 2 ivs (target location, response location), where does the ‘congruency effect’ reveals itself? 
· Answer: In the interaction. (graph data on this design, and highlight how target location and response location interact)

-Give Stroop results.

-Give Simon results.

-Ask if they thought there was a difference between the Stroop and Simon tasks? If one was harder than the other?

-Explain how one can “cheat” the Stroop task (don’t read the word-look at it in the peripheral).

-With the stroop you have the ability to filter out what the word says.  Ask is this is possible with the Simon?  - Hard to filter out the spatial features.

-Ask if these 2 tasks are related?

Unrelated- 1 is verbal; other is spatial

Stroop-Perceptual filtering; Simon-Conflict & motor response

Related; they both have a conflict (effort) component. 

-Explain why this is all important because in one way looking at how the mind/brain implements volitional control.  Study this by breaking ‘control’ down into its fundamental elements.
Early vs. Late selection: Perceptual, Response selection, 
Discussion about the stage at which interference occurs on executive function tasks:  

There are at least two sources of interference.  One source of interference is that you have the tendency to respond to what the word says and you have to stop your mouth from doing that in order to say red.  But you can also have a perceptual interference.  

In order to perform the Stroop Task, the subjects has to filter out that response bias to say green so that they can say red. But another way to do this task would be, rather than waiting to stop the response while it’s in the mouth one could try to stop it earlier – to block the perceptual interference.  You could do this by squinting your eyes or looking at the border of the screen. If you do this you won’t get the perceptual interference because you’d be producing a filter at a perceptual level.  

Even if you don’t do that and the stimulus is crisp and clear, you could try to use attention to remove that wordy info. So for ex., if you have green in black ink and you have a patch of red.  If you pay attn to the patch, you’re able to filter out some of the meaning of that word.  So two ways for interference: perceptual and response.  

Here’s another ex. (( ( (( .  In order to reduce perceptual interference, just focus on the center. These things map quite nicely on the early vs. late selection models of attention.  The info that you’re trying to inhibit is verbal info (you’re reading words). Some researchers like to say that the brake that the brain has is the same brake that we use for inhibiting all non-verbal pre-potent responses.  For that you did the Simon task.  

Demonstration:  Simon task with hand raising – do it at a party!  

We have a bias to respond to the same location.  That makes sense – if in the real world you see an apple and you want to grab that apple you respond to where it is.  We have it monkeys have it, etc.  Is it the same part of the brain that controls the ability to stop me from saying red instead of green the same part that stops me from responding left instead of right? It would be interesting to know whether we have a single system or we have multiple brakes that are dependent on multiple domains.  

In the Simon task that you completed – describe the task sequence of events.  Describe congruent and incongruent.  

Phonological similarity

1.  pull up data from the class

2.  someone please remind us what happens on this task: what’s the sequence of events? What are the variables? Talk to your group and refresh each other’s memory. 

3.  You have a stream of letter that you need to remember and a secondary task: counting backwards after which you had to remember the letters.  Some letters sound similar other sounded different.  

4.  Now discuss what the IVs are and which are the main effects and do you expect any interactions? 

IV: phonological similarity: sound alike or not

IV: suppression condition: quiet or out-loud

Main effect: There is a main effect for phonological similarity because you get confused, What does that tell us?  That you have a phonological loop and a buffer of working memory that stores the info as it sounds.  

Main effect: There is a main effect for suppression because counting out loud interferes with the articulatory loop.  

Interaction: When you’re counting out loud, similar sounding letters don’t make you do as bad as when you are not counting out loud.  In other words, since you’re rehearsing those letters in your mind, you’re allowing the possibility for them to get confused.  But, if you’re not rehearsing them in your head (because you have to count out loud) then there’s not much reason for similar and dissimilar to get confused – you just do equally bad.

 And that is really what the homework is asking you to accomplish.  

Brown-Peterson

Task Design:  There is a string of letters and an odd/even task for a while (long or short period of time) then you have to remember the letters.  If you’ve been distracted for 20 sec your performance gets much worse.  That’s evident here (showing class data): performance is up at 100% after a few seconds but declines to 74% after 21 sec. 

Please discuss the next question in the homework with your group.  

What would happen and why if you didn’t do the secondary task but had to wait 21 sec?

You’re going to do better of course, if you don’t do the secondary task because you can rehearse the info and continually update it in ST memory.  What would happen if, instead of doing a task that taps the verbal system, we do a task that taps the visual spatial system? Probably you’d still be able to rehearse so you would not find interference.  

You could have 3 types of interference tasks: visual-spatial (no interference), another phonological task (confusing phonological input of primary and secondary), or the number task (tapping your executive system, the articulatory loop) that would be enough to make WM decrease.    
SERIAL POSITION

First question: 

Primacy and recency effect.

If in any order you will be good a beginning words (primacy effect in LTM)

If in order you saw them, then not so good at end words (recency effect WM)

Kind of like the movie black and white Sammy Jenkins moves backwards

You have a scene in WM, then another scene, then the next demands that you remember the scene before that because as you were trying to understand a new scene you lose the previous scene.

Also like the count span task. 

This ability to hold things in mind is central to what we describe as intelligence.  In early AD disease this ability declines.  

Second question: 

No problem here.  You encode them into LTM then they stay there for a good amount of time.  

But if recency effect only then you should not be able to retrieve that information. 

LEVELS OF PROCESSING TASK

Refresh each other’s memory on what you do in a levels of processing task. 

3 levels of processing: shallow, med, deep (study phase disguised)

Test phase: 

Recognition in the test phase should get better depending on the level of processing

Condition task: go through each variable to clarify what each is: letter, rhyme, synonym...

Should the knowledge that this was going to be a memory test improve your recognition?

Intuitively we think yes, but really in most cases it’s the level of processing (some people apply strategies to help them remember that makes them processes the items more deeply).

Analogy: exercising  -  just knowing that I’m going to be tested I can run harder but because I have the freedom and I’m lazy, I can just go slow.  That won’t get me a good score on the fitness test.  But if someone made you exercise at various levels (made you participate in some sport)…..

So that’s all I want to say about levels of processing. 

Take a break! 

MEMENTO

A few main points:  (go over the handout)

Memory is subjective: a subject an agent is making the memory

Capturing the Freemans is good (just don’t go on a blind date with someone to watch it)

Memories can be distorted – particular the source memory – who said what? Memory for context – particularly susceptible in older adults and AD. 

Explicit and Implicit as well as STM and LTM memory systems are dissociable.

These two systems in the movie are exemplified by the fact that his implicit memory is intact so he should learn to stay away from the electrified objects (but he doesn’t so this is a point about the movie that is incorrect)

Memory takes a lot of cognitive effort. 

In the movie our LTM not very good because of the lack of context and our STM is bad because it’s run backwards. 

There is an aspect of memory that is outside of our mind/body. It’s distributed in the world. i.e. your notes, computers, address books, etc. Some people take this view and elaborate it to some philosophical conclusions.

Confidence is not a good criterion to tell whether someone is telling the truth.  Just like in the movie – he’s super confident that he knows who killed his wife, but in the end he doesn’t know.  There is correlation but it’s far from perfect.

You do need attention to encode things into memory.  

Show clip from Momento – scene #14?

False Memory Task

You’re shown a list of words then you have to pick out which words you’ve seen before among words that you’ve seen, that are similar, or are not similar. 

Bed, rest, awake, snooze, tired, dream…

Missing word: sleep – but people will falsely report having seen the word sleep they will say that they have.  

Look at results:  

80% when word was present

70% when word was not present but was similar

Even when you’re not trying to strategically categorize words it happens automatically.  Knowledge is organized semantically in LTM. And you are presenting semantically related words (all of which are related to the lure) each time one of those words gets activated, the activation spreads to other closely related words.  If you think about it, this is not such a bad error to make. You can try to retrieve memories like a fisherman.  That’s why you can remember what you did for Christmas but not for Sept. 28th.    

Watch the videos on the website: focus on the child testimony and start at 12:30.  

Mental Rotation

1- Divide yourselves in groups and refresh each other’s memories about what the mental rotation was like, what they measured, and what they found. Then have the groups briefly present this info to class.

2- When the two stimuli are in the same orientation you are fastest, but more interesting, as the rotation increases it take subjects longer to decide whether the stimuli are the same images or mirror images.  People take a little longer to decide that it’s a mirror image but it’s a constant amount more over all rotations.  In other words, they can not start comparing whether they are mirror images or not until they flip it to make it equal. * Keep in mind that there are individual differences and there might be more individual differences at some levels of rotation than others.  

Categorical Identification and Discrimination

1-  Talk with you group about what categorical identification, and categorical discrimination tasks were all about.

2-   First task: discriminate whether the sound was a “bah” or a “pah”.  

3- Second task: you hear two sounds together and you have to tell whether the sounds were the same or different: pah pah; pah bah; bah bah; bah pah,

4- How do these sounds differ?  There is a continuum of voice onset timing that has to do with when do I vocalize to make the bah or pah sound.  Researchers can vary that onset time along a continuum.  If you vary this variable along a continuum, will people perceive this variation as a continuum or as a discrete transition from one phoneme to another? 

5- People perceive it as two discrete categories.  You can not hear it as something that sounds half and half.  How do we know that?  Because when we vary this continuous variable, people’s data exhibit a step function.  (Draw a step function)

6- Let’s look at the data.  Out of ten trials, how many trials do the subjects endorse that it sounded like a bah.  For the stimulus that we can call the best bah, 9.5 times people call it bah.  Not surprising.  What happens to the ones that have a little longer onset times? Not much; you don’t see much of a drop until you go to a voice onset time of 5 (or halfway between bah and pah).  

7- Now, given this, if in the second task I give you two sounds and you have to tell me whether they are the same or different.  What if I give you one with an onset time of 1 and 3? Same.  What about 4 and 6? Different. This is very interesting because the distance in voice onset time in the physical stimulus is the same between 1 and 3 as between 4 and 6.  Thus, you’d think that people should be able to discriminate just as well between 1 and 3 as between 4 and 6.  The fact that they don’t suggests that in some way our mind and our brain has learned to discriminate between these sounds in some way other than the dimension that I manipulated (voice-onset-time).  

8- Remember when we talked about categorization and concepts: we said that classical models argued that there’s a set of necessary and sufficient things that you need to meet and if you meet them then you’re a member and every member is just as good as any other member.  Either you’re in or out.  That was the classical theory and we said that that theory had some problems, i.e. bachelor.  So the idea of necessary and sufficient conditions for being a member of a category did not capture the way we do things.  Then we moved to the prototypical theory: German Shepherd is a best example of dog but Chihahua isn’t.  With all of this in mind, what does prototype theory suggest would happen here? Would it predict a gradual curve from bah to pah or a very discrete boundary.  Talk in groups.

9- It would predict a gradual change from one to another. 

10- Imagine that now I say Rah and Lah – to a native Japonese speaker it’s hard to hear that distinction.  For native English speakers you should still find the abrupt drop but what about for Japonese speakers. Talk about this with your group. 

11- The important message is that the Japonese native speakers do not hear the difference. They do not have the ability to discriminate between these two phonemes so there will be a gradual drop (to the extent that they can do the task at all).

12- We have the phonemes Lah and Rah and we’re saying that adult English speakers are able and adult Japonese are unable.  What about infants?  Would the English infants be able to do the discrimination? Japonese infants? One possibility is that neither infant can learn it – another possibility is that this is something that you’re born with. Or maybe babies start out with different abilities. Talk in groups.

13-   It turns out that all babies can discriminate between all phonemes, but later they lose the ability to discriminate if they’re not exposed to the language that uses those phonemes.

14- Now, let’s spend the last 5 minutes discussing the last two questions in the handout (#7 and #8).

15-  #7: Suggestions to make these better interventions: You might want a person rather than a puppet.  Also, that would provide both visual and auditory together.  Parents don’t care what their kids learn yet everyone learns!  It turns out both of these strategies are good and both could be improved.  

#8: It turns out that having live engagement is the best. There was a study done that brought English infants to the lab and had Chinese graduate students talk to them for 10 minutes; that was enough for these infants to not lose the ability to hear those phonemes.  Just a little bit of exposure seems to be enough.  When they instead showed a video of the student talking, the video had no protective effect.  So probably there’s something about the 1-1 interaction that worked that a video didn’t.  

Risky Reasoning

1- Get in groups and remind yourselves about the task design, motives, etc.

2- Describe the expected value equation as it relates to this task.  Walk through an example.  V($) x P = EV (expected value)

3- The researchers designing the experiment want the two expected values between comparison questions to be the same in both conditions because if they’re the same, then they are going to be more likely to find differences based on how the question was framed.  You can imagine a scenario in which the values are so different that one would always be better than another. So what you want is the expected values to be the same or to equally counterbalance these values.  What we’re curious about is whether if we frame it as losing people act differently than when you frame it as winning.  They do.  

Typical Reasoning

4- What’s going on with the typical reasoning experiment?  You are introduced to Bob the lawyer and you’re asked the probability that he belongs to different categories.  The important thing is when you’re comparing the attribute that’s typical and some other feature is also typical.  This is the difference between Lisa being a banker and a banker who’s also in the feminist movement. People tend to make the error of attributing more likelihood to descriptions that have more typicality. That’s called the conjunction falicy. From a probability standpoint a single event should be more likely than the conjunction of two events.  But in fact we report that the reverse happens and that’s the conjunction falicy.  

A lecture on risky reasoning continued from class…

5- On Monday I was talking about how we value things: normative models tell us that we should value a probability of an outcome times the value of that outcome and that’s the expected value of the situation.  If that’s the case then you would expect a function that is linear.  So you would expect that winning 10 dollars has the same value of losing ten dollars. But that’s certainly not the case, people value much more a paycut of 10% than a pay raise of 10%. The same thing happens in terms of value so that while a pay raise of $50 might make you even happier it doesn’t make you 5 times as happy. So this is not a linear function but it’s a curvilinear function and it’s asymmetrical.  

6- Gas slide: these situations are identical. So first thing to notice is that from a purely mathematical standpoint these two are the same.  If you send me a check, then for a whole year I’ll let you choose which one you’d choose.  Obviously it’s the same but people actually enter into agreements like this.  

7- I just described one type of framing effects.  Politicians do this all the time.  82% and 78% can’t both be for the same guy.  

8- Framing effects are everywhere: now there is one other effect that reveals that we tend to depart from what normative models predict (you just compute EV and go with the best choice) but imagine the following scenario: vacation. Read slide

9- In the first framing you are asked which resort do you prefer? In the 2nd setup you are asked which spot you dislike most/which would you cancel?  The findings are that most people choose option B. but when you have to cancel one of them, that benefit goes away and actually reverses a little.  This is not rational.  One way to quantify how rational it – choosing something + choosing against it should equal 100%.  Why don’t people do this? 

10- One reason is that you can’t really justify yourself be choosing. If you go to your boyfriend and tell him why you chose option A, well because it has..med. hotel, etc. That sounds funny!

11- It’s easy to find reasons to reject spot b, but why would you reject spot a ??

12- The finding is that how you frame the question effects the way people choose. It leads people to choose the options they can justify better.  

13- Remember the Kerry and Bush.  It was really easy to find reasons to vote for Bush and to vote against Bush.  

14- One way of thinking of this – one way people make choices is trying to reduce regret.  Justification slides of Hawaii.  If they don’t know whether they passed or failed people are more reluctant to buy the ticket.  That’s irrational.  But they are reluctant because there is no justification, no reason for buying the ticket.  

15- Summary of all this is that utility theory – the normative model- fails to talk about how people truly make decisions.  

16- 3 other quick examples: we by passed the issue that even if people were behaving rational it’s difficult to asses the value of things. Particularly the value of things in the future. You might have thought that during March that you would be devastated for the rest of the semester if we lost the NCAA championships.  But now you’re fine. We are poor assessing the future value of things.  We tend to focus on changes rather than states.  But when framed at how happy you’d be if you had only one leg, then you’re calling all your attn. on that aspect.  People in CA are not happier just because they have sunny weather.  Lottery winners and quadropelegics a year later are not so different than they were a year ago.  This happens with weight, makeup, etc.    

17- One last thing: imagine that you have to have a colonoscopy and it starts not so painful and then gets worse.  Draw graph. Curving up then spike up then back down.  Patient b’s doctor gives him more pain (decreasing curve away from spike has a less slop.  Patient A says procedure is more painful.  This is odd – the idea is that when we remember the events we don’t’ just average of compute the pain. We instead focus on the peak and the end.  This is called the peak and end.  Both patient a and b have the same peak but the end of patient b is lower than a. 

18- Brings truth to the George Costanza telling joke and then leaving.  

Then show the video that corresponds with this faulty reasoning  - negotiator errors, group think, etc. 

