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What makes people behave honestly when confronted with op-
portunities for dishonest gain? Research on the interplay between
controlled and automatic processes in decision making suggests 2
hypotheses: According to the ‘‘Will’’ hypothesis, honesty results
from the active resistance of temptation, comparable to the con-
trolled cognitive processes that enable the delay of reward. Ac-
cording to the ‘‘Grace’’ hypothesis, honesty results from the
absence of temptation, consistent with research emphasizing the
determination of behavior by the presence or absence of automatic
processes. To test these hypotheses, we examined neural activity
in individuals confronted with opportunities for dishonest gain.
Subjects undergoing functional magnetic resonance imaging
(fMRI) gained money by accurately predicting the outcomes of
computerized coin-flips. In some trials, subjects recorded their
predictions in advance. In other trials, subjects were rewarded
based on self-reported accuracy, allowing them to gain money
dishonestly by lying about the accuracy of their predictions. Many
subjects behaved dishonestly, as indicated by improbable levels of
‘‘accuracy.’’ Our findings support the Grace hypothesis. Individuals
who behaved honestly exhibited no additional control-related
activity (or other kind of activity) when choosing to behave
honestly, as compared with a control condition in which there was
no opportunity for dishonest gain. In contrast, individuals who
behaved dishonestly exhibited increased activity in control-related
regions of prefrontal cortex, both when choosing to behave
dishonestly and on occasions when they refrained from dishon-
esty. Levels of activity in these regions correlated with the fre-
quency of dishonesty in individuals.

dishonesty � fMRI � honesty � lie detection � moral judgment

Recent research in moral psychology/neuroscience has fo-
cused on the respective roles of automatic and controlled

processes in moral judgment (1, 2), particularly in the context of
hypothetical dilemmas involving life-and-death tradeoffs (‘‘trol-
ley problems’’) (3–11). Comparably little is known about the
cognitive processes that generate honest and dishonest behavior
(12, 13), and the neural bases of choices to behave honestly or
dishonestly have, to our knowledge, never been studied specif-
ically. Though there is much recent research on brain-based lie
detection (14), subjects in these experiments are instructed to lie,
and therefore their behavior is not genuinely dishonest.* More-
over, studies examining instructed lies do not examine the choice
to lie.

The present study uses fMRI (functional magnetic resonance
imaging) and a behavioral design inspired by research on moral
hypocrisy (15) to examine the neural bases of honest and
dishonest choices. More specifically, this study tests 2 competing
hypotheses concerning the cognitive nature of honesty. Accord-
ing to the ‘‘Will’’ hypothesis, honesty results from the active
resistance of temptation, comparable to the controlled cognitive
processes that enable individuals to delay gratification (16, 17).
According to the ‘‘Grace’’ hypothesis, honesty results from the
absence of temptation, consistent with research emphasizing the
determination of behavior by the presence or absence of auto-
matic processes (1, 18). These hypotheses make competing
predictions concerning the engagement of prefrontal structures

associated with cognitive control (19–23) in honest individuals
as they choose to refrain from dishonest behavior.

Subjects undergoing fMRI attempted to predict the outcomes
of random computerized coin-flips and were financially re-
warded for accuracy and punished for inaccuracy. In the No
Opportunity condition, subjects recorded their predictions in
advance, denying them the opportunity to cheat by lying about
their accuracy. In the Opportunity condition, subjects made their
predictions privately and were rewarded based on their self-
reported accuracy, affording them the opportunity to cheat. (Fig.
1) We used a cover story to justify our giving subjects obvious
opportunities for dishonest gain. This study was presented as a
study of paranormal abilities to ‘‘predict the future,’’ aimed at
testing the hypotheses that people are better able to predict the
future when their predictions are (i) private and (ii) financially
incentivized. Thus, subjects were implicitly led to believe, first,
that the opportunity for dishonest gain was a known but unin-
tended by-product of the experiment’s design and, second, that
they were expected to behave honestly. We note that in employ-
ing this cover story, subjects were deceived about the experi-
menters’ interests, but not about the economic structure of the
task.

Thirty-five subjects were classified as honest, dishonest, or
ambiguous based on self-reported accuracy in the Opportunity
condition (Fig. 2). We emphasize that these labels describe these
subjects’ present behavior only and that we make no claims
concerning their more general behavioral tendencies. Fourteen
subjects reporting improbably high levels of accuracy at the
individual level (one-tailed binomial test, P � 0.001), 69% or
higher, were classified as dishonest (M ‘‘accuracy’’ � 84%). This
conservative threshold was used to ensure an adequate number
of cheat trials per dishonest subject. The 14 lowest-accuracy
subjects (M accuracy � 52%) were classified as honest. This was
the largest group of subjects exhibiting no significant evidence of
cheating at the group level (486/926 trials, P � 0.05). Measures
were taken to exclude dishonest subjects who disguised their
cheating by underreporting accuracy for relatively low-value
Opportunity trials. The remaining 7 subjects (M � 62%) were
classified as ambiguous. (See Methods and supporting informa-
tion (SI) Text for further discussion of subject classifications/
exclusions.)

As noted above, the Will and Grace hypotheses make com-
peting predictions concerning the neural activity of honest
individuals when they choose to refrain from dishonest behavior.
More specifically, these hypotheses make competing predictions
concerning the following comparison within the honest group:
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Opportunity Loss trials (in which the subject lost money because
s/he chose not to cheat) vs. No-Opportunity Loss trials (in which
the subject lost money and could do nothing about it). According
to the Will hypothesis, forgoing an opportunity for dishonest gain
requires the active resistance of temptation. Thus, the Will
hypothesis predicts that, in the honest group, the Opportunity

Loss trials (relative to No-Opportunity Loss trials) will prefer-
entially engage brain regions associated with response conflict,
cognitive control, and/or response inhibition. Such regions in-
clude the anterior cingulate cortex (ACC) (19, 20), the dorso-
lateral prefrontal cortex (DLPFC) (20, 21, 23), and the ventro-
lateral prefrontal cortex (VLFPC) (22, 24, 25). For convenience
we refer to these regions as the ‘‘control network,’’ but our use
of this label does not imply a one-to-one mapping of structure to
function. (See SI Text for further discussion.) According to the
Grace hypothesis, honest behavior follows from the absence of
temptation, implying no need to actively resist temptation when
the opportunity for dishonest gain is present. Thus, the Grace
hypothesis, in its strongest form, predicts that honest individuals
will exhibit no additional control-related activity when they
choose to refrain from dishonest behavior. Both of these hy-
potheses also make competing predictions concerning reaction
time (RT). The Will hypothesis predicts that honest individuals
will exhibit increased RTs when they choose to refrain from
dishonest behavior, reflecting the engagement of additional
controlled cognitive processes in actively resisting temptation. In
contrast, the Grace hypothesis, in its strongest form, predicts that
honest individuals will exhibit no difference in RT between
Opportunity Loss trials and No-Opportunity Loss trials.

With respect to dishonest individuals, there are at least 3
reasons to expect increased control network activity for Oppor-
tunity trials. First, research on instructed lying consistently
implicates control network activity in decisions to lie (14, 26),
possibly because honesty is the default response in such contexts.
Second, dishonest individuals may engage cognitive control in
resisting the temptation to lie, however infrequently or unsuc-
cessfully. Third, control network activity may be engaged in the
process of actively deciding whether to lie, independent of the
choice made. The present study is not designed to distinguish
among these processes, but may offer guidance for future
research. As an alternative to all 3 of these hypotheses, one might
suppose that individuals who cheat do so automatically, engaging
no additional control processes. We note that this hypothesis,
though analogous to the Grace hypothesis, is distinct from the
Grace hypothesis because it applies to dishonest behavior rather
than honest behavior.

Results
Behavioral Data. Table 1 summarizes the RT data. Here we report
on planned contrasts following a 2 (group: Honest vs. Dishon-
est) � 2 (condition: Opportunity vs. No Opportunity) � 2
(outcome: Win vs. Loss) mixed-effects ANOVA with subject as
a random effect using the residual maximum likelihood (REML)
fitting method. We compared Opportunity Win trials, which
include both honest and dishonest wins, to No-Opportunity Win

Fig. 1. Task sequence: The subject (1) observes the trial’s monetary value and
privately predicts the outcome of the upcoming coin flip, (2) records this
prediction by pressing 1 of 2 buttons (No Opportunity condition) or presses
one of these buttons randomly (Opportunity condition), (3) observes the
outcome of the coin flip, (4) indicates whether the prediction was accurate, (5)
observes the amount of money won/lost based on the recorded prediction (No
Opportunity) or the reported accuracy (Opportunity), and (6) waits for the
next trial. Op, opportunity. Button presses in response to screen 2 in the
Opportunity condition and screen 4 in the No Opportunity condition control
for motor activity.

Fig. 2. Distribution of self-reported percent Wins in the Opportunity con-
dition. Subjects were classified into 3 groups based on the probability that
they behaved dishonestly. Mean percent Wins in the No Opportunity condi-
tion was 50%. See Table 1 for reaction time data.

Table 1. Reaction time data

Group Condition M (SD) RT, ms

Honest Op Win 519 (195)
Op Loss 556 (215)
No-Op Win 520 (152)
No-Op Loss 580 (215)

Ambiguous Op Win 511 (229)
Op Loss 585 (324)
No-Op Win 507 (208)
No-Op Loss 548 (307)

Dishonest Op Win 527 (218)
Op Loss 800 (298)
No-Op Win 504 (164)
No-Op Loss 611 (274)

Op, opportunity; RT, reaction time.
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trials, which include only forced honest wins. Within the dis-
honest group there was no significant difference in RT between
these 2 cells [F(1, 78) � 0.31, P � 0.58]. Within the dishonest
group, Opportunity Loss trials involve ‘‘limited honesty’’ (i.e.,
decisions to refrain from dishonest behavior in individuals who
are willing to behave dishonestly in the present context). The
No-Opportunity Loss trials, in contrast, involve only forced
losses. Within the dishonest group, there was a significant
difference in RT between these 2 cells [F(1, 78) � 21.98, P �
0.0001]. This finding suggests that additional cognitive processes
are engaged when dishonest subjects forgo opportunities for
dishonest gain (i.e., when they engage in limited honesty).
Consistent with these findings, Opportunity Loss trials were
slower than Opportunity Win trials within the dishonest group
[F(1, 27) � 44.30, P � 0.0001].

Within the honest group there was no significant difference in
RT between Opportunity Win trials and No-Opportunity Win
trials [F(1, 78) � .001, P � 0.97]. Critically, there was also no
significant difference in RT between Opportunity Loss trials and
No-Opportunity Loss trials [F(1, 78) � 0.03, P � 0.87]. This
finding contrasts starkly with that obtained for the dishonest
group and is consistent with the Grace hypothesis, suggesting
that honest subjects engage no additional cognitive processes
when they forgo opportunities for dishonest gain. Likewise, there
was no significant difference in RT between Opportunity Win
trials and Opportunity Loss trials in the honest group [F(1, 78) �
1.81, P � 0.18].

For Opportunity Win trials, there was no significant difference
in RT between the honest and dishonest subjects [F(1, 58.2) �
0.04, P � 0.84]. For Opportunity Loss trials, however, the
dishonest subjects took longer [F(1, 58.2) � 15.27, P � 0.0002].
As these findings suggest, within the Loss trials there was a
significant group � condition interaction [F(1, 26) � 8.67, P �
0.007], generated by the longer RTs for Opportunity Loss trials
in the dishonest group. No such interaction was observed within
the Win trials [F(1, 26) � 0.75, P � 0.39].

fMRI Data. (See Table S1 for a summary of fMRI contrasts.) To
identify neural activity associated with choosing to behave
dishonestly, we separately analyzed the data from the dishonest
group. (See following text for group comparisons.) We com-
pared Opportunity Win trials (which include both honest and
dishonest wins) to No-Opportunity Win trials (which include
only honest wins). This comparison revealed increased activity
bilaterally in the DLPFC for Opportunity Win trials, associating

these regions with choosing to lie (Fig. 3A and Table S1).
Critically, these 2 conditions, both here and in subsequent
contrasts, did not differ significantly in mean reward/punishment
per trial (signed Wilcoxon rank sum, P � 0.5). Thus, the findings
reported here cannot be explained in terms of differing levels of
reward. The reverse contrast (No-Opportunity Wins � Oppor-
tunity Wins) yielded no significant effects.

To identify neural activity associated with choosing to refrain
from dishonest behavior in the dishonest group (limited honesty)
we compared Opportunity Loss trials (limited honest losses) to
No-Opportunity Loss trials (forced losses). This comparison
revealed increased activity for Opportunity Loss trials bilaterally
in the control network (Fig. 3B and Table S1). The reverse
contrast yielded no significant effects. Thus, consistent with the
RT data, we find that control network activity is most robustly
associated not with lying, but with refraining from lying in
individuals who are willing to lie in the present context (i.e., with
limited honesty).

To identify neural activity associated with honest behavior, we
repeated the previous analyses in the honest group. Once again,
the critical test for the Will and Grace hypotheses is the
comparison between Opportunity Loss trials and No-
Opportunity Loss trials. Consistent with the RT data, this
comparison revealed no significant effects. This null result is
striking in that the same contrast (with identical power and
statistical thresholds) revealed robust activation in dishonest
subjects (Fig. 3B). To further explore this finding, we conducted
a spatially restricted analysis using a region of interest (ROI)
mask generated by the same contrast in dishonest subjects (Fig.
3B) and a dramatically reduced voxelwise threshold (P � 0.05).
This contrast also yielded no significant effects. A voxelwise
analysis restricted to the PFC confirmed this group � condition
interaction in the R DLPFC, ACC/SMA, and DMPFC (P � 0.05
corrected). A whole-brain analysis (Fig. S1) confirmed this
interaction in the R parietal lobe (P � 0.001 uncorrected). The
L DLPFC and bilateral VLPFC exhibited this interaction as well,
but at lower thresholds (see Tables S1 and S2). Thus, the honest
subjects, unlike the dishonest subjects, showed no sign of en-
gaging additional control processes (or other processes) when
choosing to forgo opportunities for dishonest gain. These find-
ings support the Grace hypothesis. Critically, all 14 honest
subjects stated in debriefing that they were aware of the oppor-
tunity to cheat, indicating that their honest behavior was not due
to ignorance.

Comparing Opportunity Wins to No-Opportunity Wins re-

Fig. 3. Brain regions exhibiting increased activity in the Opportunity condition, as compared with the No Opportunity condition, broken down by group (honest
vs. dishonest) and outcome type (win vs. loss). BA, Brodmann area. fMRI data are projected onto a reference anatomical image. (A) Increased activity in bilateral
DLPFC is associated with decisions to lie (Opportunity Wins � No-Opportunity Wins) in dishonest subjects. (B) Increased activity in bilateral ACC/SMA, DLFPC,
VLPFC, DMPFC, and right parietal lobe is associated with decisions to refrain from lying (Opportunity Losses � No-Opportunity Losses) in dishonest subjects. (C)
Increased activity in bilateral VLPFC is associated with decisions to accept honest wins (Opportunity Wins � No-Opportunity Wins) in honest subjects. No
significant effects were observed in association with decisions to refrain from lying (Opportunity Losses � No-Opportunity Losses) in honest subjects.

12508 � www.pnas.org�cgi�doi�10.1073�pnas.0900152106 Greene and Paxton

http://www.pnas.org/cgi/data/0900152106/DCSupplemental/Supplemental_PDF#nameddest=ST1
http://www.pnas.org/cgi/data/0900152106/DCSupplemental/Supplemental_PDF#nameddest=ST1
http://www.pnas.org/cgi/data/0900152106/DCSupplemental/Supplemental_PDF#nameddest=ST1
http://www.pnas.org/cgi/data/0900152106/DCSupplemental/Supplemental_PDF#nameddest=SF1
http://www.pnas.org/cgi/data/0900152106/DCSupplemental/Supplemental_PDF#nameddest=ST1


vealed increased activity for Opportunity Wins bilaterally in the
VLPFC and no significant effects for the reverse contrast (Fig.
3C and Table S1). These VLPFC regions are ventral to those
identified previously. Neither the Will nor Grace hypothesis
explains why honest subjects would exhibit increased VLPFC
activity when choosing to accept honest wins.† We emphasize,
however, that this result is not inconsistent with the Grace
hypothesis, which specifically predicts the absence of additional
control network activity for only those trials in which honest
subjects forgo dishonest wins (Opportunity Loss trials).

The present findings suggest that individual differences in
control network activity may be correlated with individual
differences in the presence/frequency of dishonest behavior. To
explore this possibility, we performed a backward stepwise
multiple regression analysis using each subject’s self-reported
percent Wins in the Opportunity condition (an estimate of lying
frequency) as the dependent variable. We initially entered into
the model 18 independent neural variables for each subject,
consisting of the mean percent signal change (averaged over 3
postdecision time points) in spherical ROIs corresponding to
each of the 9 brain regions identified in our analyses of dishonest
subjects, for both Opportunity Win and Opportunity Loss trials.
We also included each subject’s mean RT for Opportunity Win
and Opportunity Loss trials. Following stepwise reduction, the
resulting model captured 79% of the variance using 5 brain
regions and 7 independent variables (Fig. 4 and Table S3).

Discussion
The behavioral and fMRI data support the Grace hypothesis
over the Will hypothesis, suggesting that honest moral decisions
depend more on the absence of temptation than on the active
resistance of temptation. Individuals who behaved honestly
showed no sign of engaging additional controlled cognitive
processes when choosing to behave honestly. These individuals
exhibited no additional neural activity of any kind when they
chose to forgo opportunities for dishonest gain, as compared
with control trials in which there was no such opportunity. We

provided a more stringent test of this negative result by dramat-
ically reducing the statistical threshold for this comparison,
focusing on brain regions that exhibited effects for this compar-
ison in dishonest subjects (Fig. 3B). This more-stringent test also
revealed no effects, and further tests (group � contrast inter-
action) confirmed that the honest and dishonest subjects exhib-
ited different patterns of activity in these regions. The RT data
support the Grace hypothesis as well: Honest individuals took no
longer to forgo opportunities for dishonest gain than they did to
report their forced losses in control trials. Dishonest individuals,
in contrast, took considerably longer to forgo opportunities for
dishonest gain. This convergent support for the Grace hypothesis
is somewhat surprising. We conducted a survey to assess the a
priori plausibility of the Will and Grace hypotheses and found
that ordinary people tend to favor the Will hypothesis (See SI
Text).

Dishonest behavior was associated with neural activity in brain
regions associated with cognitive control, including the ACC (19,
20), DLPFC (20, 21, 23), and VLPFC (22, 24, 25) (Fig. 3 A and
B). Moreover, patterns of activity in these control-related re-
gions were correlated with individual differences in the fre-
quency of dishonest behavior (Fig. 4 and Table S3). These
findings are consistent with prior research examining instructed
lying (14) in associating control network activity with lying.
However, in contrast to prior studies,‡ we find that control
network activity is most robustly associated, not with lying per se,
but with the limited honesty of individuals who are willing to lie
in the present context. It is unlikely that control network activity
associated with limited honesty (Fig. 3B) is related to overcom-
ing a default honesty response because such responses are
themselves honest. However, this hypothesis may still explain the
DLPFC activity observed in association with decisions to lie (Fig.
3A). Alternatively, all of the observed control network activity
may reflect (often unsuccessful) attempts to resist temptation.
Finally, this activity may reflect the process of actively deciding
whether to lie, independent of the choice made. This may be the
most parsimonious explanation, given that control network
activity was observed in decisions to lie as well as decisions to
refrain from lying in dishonest individuals. The fact that control
network activity was more robust and widespread in association
with decisions to not lie may be explained by the fact that all
Opportunity Loss trials involve decisions not to lie, whereas only
a minority of Opportunity Win trials involve decisions to lie
because most Opportunity Win trials are won honestly. Consis-
tent with this idea, a direct comparison of Opportunity Win to
Opportunity Loss trials revealed no effects in the control
network (Table S1), suggesting that the patterns of activity
associated with lying and refraining from lying in dishonest
individuals are not so dissimilar. Finally, we emphasize that the
control network activity observed in association with limited
honesty is not inconsistent with the Grace hypothesis. This is
because the Grace hypothesis applies only to honest decisions in
individuals who consistently behaved honestly and not to deci-
sions reflecting limited honesty.

Although the tasks in the Opportunity and No Opportunity
conditions are nearly identical, they differ at the first response
stage (recording prediction vs. random button-press; see Fig. 1).
Thus, one might suppose that it is this task difference, rather
than processing related to dishonesty, that explains the effects
observed when comparing these conditions. However, if that
were so, such effects should also be observed in the honest group,
but they were not. In addition, this would not explain why activity
in the regions identified correlates with the frequency of dis-

†It is possible that this activity reflects the honest subjects’ pride or self-doubt upon
accepting legitimately won rewards, respectively positive and negative responses to these
events. This interpretation is consistent with the implication of this region in the regula-
tion of ‘‘self-conscious emotion’’ (42).

‡One study (41) did find increased prefrontal activity in association with the reporting of
‘‘salient truth,’’ but the regions identified in this study appear to overlap minimally with
those identified here.

Fig. 4. A stepwise regression model accounts for the frequency of dishonest
behavior in individuals (as indexed by percent Wins in the Opportunity con-
dition) based on fMRI BOLD signal in 5 brain regions (L DLPFC, DMPFC, R
parietal lobe, and bilateral VLPFC). Model R2 � 0.79; Adj. R2 � 0.74, r � 0.89,
n � 35, P � 0.0001 (See Table S3).
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honest behavior (Fig. 4). Finally, peak response time in these
regions is more consistent with these effects being related to the
accuracy reports (�5 sec earlier) than the prediction/random
responses (�8 sec earlier) (27) (See Fig. S2 and related discus-
sion in SI Text).

RT data are often used to identify the engagement of addi-
tional cognitive processing in task performance. We note that,
here, the fMRI data complemented and/or outstripped the RT
data in this capacity in at least 3 ways. First, the fMRI data
revealed increased bilateral DLPFC activity in association with
decisions to lie (Opportunity Win trials � No-Opportunity Win
trials), whereas the RT data revealed no effect for this compar-
ison. Second, though the RT data accounted for 27% of the
individual behavioral variance, the fMRI data accounted for
79% of this variance, including all of the variance accounted for
by the RT data. Finally, given that fMRI data can identify the
engagement of additional cognitive processes that are not ap-
parent in RT data, the null results observed in the fMRI data
provide support for the Grace hypothesis that is complementary
to, and probably stronger than, that supplied by the RT data.

Although our present focus is on the cognitive neuroscience
of honesty and dishonesty, our findings and methods may be of
interest to researchers studying brain-based lie detection (14), in
part because the present study is arguably the first to establish a
correlation between patterns of neural activity and real lying.
However, the present experiment has several notable limitations
that deserve attention. First, the model we have developed has
not been tested on an independent sample, and therefore its
probative value remains unknown. Second, our task design does
not allow us to identify individual lies. Third, our findings
highlight the challenge in distinguishing lying from related
cognitive processes such as deciding whether to lie. Finally, it is
not known whether our task is an ecologically valid model for
real-world lying. For example, the neural signature of real
prepared lies (28) may look different from the patterns observed
in association with lying here. Bearing these limitations in mind,
our findings may suggest new avenues for research on brain-
based lie detection. For example, our findings suggest that
interrogations aimed at eliciting indecision about whether to lie,
rather than lies per se, may be more effective, provided that the
goal is to assess the trustworthiness of the subject rather than the
veracity of specific statements.

Several further limitations of the present study deserve atten-
tion. First, we cannot determine how many of our dishonest
subjects were aware of their dishonesty (13). Some subjects
spontaneously confessed in debriefing, but we did not, in this first
study, probe dishonest subjects concerning their levels of self-
awareness due to this topic’s sensitive nature. Second, although
our analyses revealed no evidence of temptation and consequent
control in the honest subjects, it is not known whether these
subjects experienced and willfully extinguished temptation early
in the experiment. Third, although many honest subjects claimed
in debriefing to have behaved honestly for moral reasons (e.g.,
‘‘I was feeling moral’’), we cannot here make claims concerning
these subjects’ motivations for behaving honestly (13). In calling
these subjects ‘‘honest,’’ we are claiming only that they engaged
in no (or very little) dishonest behavior. The data, however, do
not support the hypothesis that their honest behavior was
actively motivated by processes present only in the Opportunity
condition, such as concern with being caught. If that were so, we
would expect to observe some kind of increased activity in the
honest subjects for the contrast Opportunity Loss � No-
Opportunity Loss, but no such activity was observed. Finally, as
noted previously, it is not known whether the behavior observed
here reflects stable dispositions to behave honestly or dishon-
estly (29–31). The present findings do suggest, however, that
some individuals can, at least temporarily, achieve a state of
moral grace.

Methods
Subjects. We report data from 35 healthy adults (18 females, 17 males, ages
18–58, mean age 24 years). All were right-handed, native English speakers and
were screened for the absence of any history of psychiatric and neurological
problems. In addition to the data drawn from these 35 subjects, data from 8
subjects were discarded for technical reasons (excessive head movement,
software/hardware failures, image artifact). Data from 4 subjects were dis-
carded due to unbalanced factors (too few self-reported losses in the Oppor-
tunity condition) as recommended by AFNI (32). Data from 4 subjects were
discarded due to suspicions revealed in debriefing concerning the study’s
purpose. Data from one subject were discarded due to ignorance of the
possibility of cheating revealed in debriefing. Data from one subject were
discarded due to evidence that the subject deliberately underreported accu-
racy for relatively low-value Opportunity trials to disguise cheating. To ensure
an adequate balance of honest and dishonest subjects, some subjects were
recruited from a pool of participants who participated in pilot testing. These
subjects were not debriefed before participating in the present study. (See SI
Text for further discussion of subject exclusions/inclusions.) Subjects were paid
$75 by check for participating, in addition to winnings from the experimental
task.

Procedures. All experimental procedures complied with guidelines of the
Harvard University and Partners Healthcare IRBs. Subjects gave written in-
formed consent and filled out the following personality/psychometric inven-
tories: the Ten-Item Personality Measure (33), the Need for Cognition Scale
(34), the Disgust Scale (Revised) (35, 36), a 3-item delayed discounting ques-
tionnaire (Greene Lab instrument), and the Positive and Negative Affect
Schedule (37). Exploratory results related to these questionnaires were incon-
clusive and are not reported here. To support our cover story, we also had
subjects complete the Paranormal Belief Scale (38). Subjects were given de-
tailed directions and completed a minimum of 8 practice trials to ensure task
competence. (See SI Text.) At this point some subjects mentioned to the
experimenter that it was possible to cheat. The experimenter responded by
acknowledging his awareness of that possibility, explained that the possibility
of cheating was a necessary by-product of the experimental design, and
encouraged the subject to follow the directions (which preclude cheating if
followed).

Subjects completed a total of 210 trials as described in Fig. 1. Within the 70
Opportunity trials, the values $3, $4, $5, $6, or $7 USD each appeared 14 times,
as was the case for the 70 No Opportunity trials. (See SI Text regarding
deviations.) We included an additional set of 70 low-value Opportunity trials
that were worth $0.02, $0.10, $0.25, $0.35, and $0.50 USD. Each of these values
also appeared 14 times. Data from these trials were not analyzed. They were
included to provide dishonest subjects with additional opportunities for
‘‘limited honesty,’’ giving them cover for cheating in the regular (higher-
value) Opportunity trials. Subjects were paid the cumulative value of their
winnings/losses. Net losses were capped at $0, and net winnings were capped
at $75 (not including participation payment). Trials appeared in random order
in a series of 7 blocks of 30 trials each. Subjects’ understanding of the
experiment was assessed in debriefing. They were asked in an open-ended
way about their thoughts and experiences during the experiment. Subse-
quently, subjects were informed of the true nature of the experiment and
were asked whether they were aware that they could cheat. Some subjects
were excluded based on their responses to these questions (See previous text
and SI Text).

Image Acquisition. Images were acquired using a 3.0 T Siemens Magnetom Tim
Trio full-body scanner at the Martinos Center for Biomedical Imaging of
Massachusetts General Hospital. A high-resolution, whole-brain structural
scan (1 mm isotropic voxel MPRAGE) was acquired before functional imaging.
T2*-weighted functional images were acquired in 33 axial slices parallel to the
AC-PC line with a 0.5-mm interslice gap, affording full-brain coverage. Images
were acquired using an EPI pulse sequence, with a TR of 2,500 ms, a TE of 30
ms, a flip angle of 90, a FOV of 200 mm, and 3.0 � 3.0 � 5.0 mm voxels. Four
additional images included at the start of each run to allow for signal stabi-
lization were discarded.

Image Analysis. Image preprocessing and analysis used the AFNI software
package (32). Images were slice-time corrected, motion corrected, spatially
smoothed using an 8-mm FWHM Gaussian filter, despiked, and normalized to
percent signal change within run. fMRI data were analyzed using multiple
regression at the subject level and a mixed effects ANOVA followed by
planned contrasts (voxelwise uncorrected threshold P � 0.001, cluster �8) at
the group level. Data were fitted using 28 ‘‘tent’’ regressors (piecewise linear
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splines) corresponding to 7 time points (0, 2.5, �5, �7.5, �10, �12.5, �15 sec
postresponse), 2 conditions (Opportunity, No Opportunity), and 2 behavioral
outcomes (Win, Loss). Beta weights from time points corresponding to the
decision period (�5, �7.5, and �10 sec following the appearance of screen 4)
were averaged to generate 4 parametric maps for each subject, corresponding
to the 4 main cells: condition (Opportunity vs. No Opportunity) � outcome
(Win vs. Loss). Individual subject data were analyzed using a general linear
model that included 6 sets of motion parameters as regressors of no interest.
Images were then resampled to 3.0 mm isotropic voxels and spatially normal-
ized to the standard coordinate space of Talairach and Tournoux (39) for
group analyses. Subjects were classified as honest, dishonest, or ambiguous as
described in the main text (see Fig. 2). Data for honest and dishonest subjects
were first separately submitted to mixed-effects ANOVAs with subject as a
random effect and condition and outcome as fixed effects. For each group, the
following planned contrasts were performed using a voxelwise threshold of
P � 0.001 and a cluster threshold of 8 voxels using a third nearest-neighbor
algorithm: Opportunity Wins vs. No-Opportunity Wins, Opportunity Losses vs.
No-Opportunity Losses, Opportunity Wins vs. Opportunity Losses. To test for
group differences (group � condition interactions), we conducted voxelwise

analyses over the PFC (defined anatomically by AFNI) using a voxelwise
threshold of P � 0.05 and a cluster threshold of 199 voxels, corresponding to
a corrected threshold of P � 0.05 (algorithm from AFNI AlphaSim). We also
tested for these interactions using whole-brain and ROI-based analyses (see
Tables S1 and S2). To minimize the biased selection of voxels for our individual
differences regression analysis, we replaced our functionally defined ROIs (Fig.
3 A and B) with spherical ROIs (radius 8 mm) centered on the centers of mass
of the original ROIs. (Method suggested by Robert Cox, February 20, 2009.)

ACKNOWLEDGMENTS. Many thanks to Randy Buckner, Miguel Capó, Fiery
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